Electrochemical Windows of Room-Temperature Ionic Liquids from Molecular Dynamics and Density Functional Theory Calculations
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ABSTRACT: We investigated the cathodic and anodic limits of six room-temperature ionic liquids (ILs) formed from a combination of two common cations, 1-butyl-3-methylimidazolium (BMIM) and 1-N-propyl-3-methylpyrrolidinium (P13), and three common anions, PF₆⁻, BF₄⁻, and bis(trifluoromethylsulfonyl)imide (TFSI), using an approach that combines molecular dynamics (MD) simulations and density functional theory (DFT) calculations. All interion interactions were taken into account by explicitly modeling the entire liquid structure using classical MD, followed by DFT computations of the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) energies. The relative cathodic and anodic limits of BMIM PF₆⁻, BMIM BF₄⁻, BMIM TFSI, and P13 TFSI obtained from our approach are in fairly good agreement with existing experimental data. From our DFT calculations, we also obtained the cation- and anion-projected density of states (DOS), which provide information on the likely species contributing to reductive and oxidative decomposition. Our predictions support Howlett et al.’s earlier finding† that the TFSI anion is less stable than the P13 cation against reduction. In addition, our results provide surprising evidence of possible cation anodic instability; we predict the aromatic BMIM cation to be less stable against oxidation than the respective anions in BMIM PF₆⁻ and BMIM BF₄⁻ and the P13 cation to be less stable against oxidation than the PF₆⁻ anion in P13 PF₆⁻. We also present a comparison of the predictions of our approach with that of simpler approximations based on in vacuo or polarizable continuum model calculations.
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INTRODUCTION

The electrochemical window of a solvent is an important design criteria for electrochemical applications. An electrochemical solvent, such as the electrolyte in a lithium-ion battery or supercapacitor, must support the voltage in which the electrochemical device operates. The electrochemical window is defined as the difference between the cathodic and anodic limits, which are the potentials at which reduction and oxidation of the solvent take place respectively. For certain applications (e.g., supercapacitors), it is the overall window that matters, while in other applications, the actual cathodic and anodic limits relative to some reference is the limiting factor. For example, in lithium-ion batteries where the anode potential is set by Li/Li⁺, the cathodic limit relative to Li/Li⁺ would determine whether the solvent would be reduced by lithium metal, and the anodic limit would determine the voltage allowable for the cathode.

In the pursuit of higher energy density storage systems, the electrochemical windows of current electrolytes have become a limiting factor. For example, the typical organic carbonate electrolyte used in current lithium-ion batteries, a mixture of ethylene carbonate (EC) and dimethyl carbonate (DMC) with LiPF₆ added to improve Li⁺ conductivity, can only support a voltage up to approximately 5 V.³ Furthermore, this EC/DMC electrolyte is unstable against Li in the graphitic carbon anode and works only because of the formation of a passivating solid-electrolyte interphase (SEI) layer that prevents further reaction.

Room-temperature ionic liquids (ILs) have garnered increasing interest as electrolytes in electrochemical applications.⁴⁻⁶ As a class of materials, ILs generally exhibit low volatility, low flammability, and high thermal stability, which provide significant safety advantages over flammable organic compounds. This is especially important in the application of Li-batteries beyond small-scale portable electronics to large-scale applications such as hybrid electric vehicles (HEVs) and electric vehicles. Many ILs also have wide electrochemical windows of approximately 5–6 V or more,⁷⁻¹⁰ which are considerably larger than that of current organic electrolytes. A more electrochemically stable electrolyte could unlock the potential of high-voltage cathodes with higher power density. For example, LiNiPO₄, which is predicted to have a potential greater than 5 V,¹² would have 50% higher energy.
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density than the Fe-based LiFePO4 system currently under development for HEVs. Similarly, Li(Ni0.5Mn1.5)O4 has higher capacity, higher voltage, and better rate capability than the Mn-based spinel currently in use for large format batteries, but operates at a high voltage close to the breakdown of the carbonate electrolyte.

In ILs, it has typically been assumed that the cathodic limit is set by the reduction of the cations and the anodic limit is set by the oxidation of the anions.14,15 However, recent experiments have demonstrated that this may not always be the case. For instance, experimental and theoretical investigations by Howlett et al.1 have provided evidence that the commonly used bis(trifluoromethylsulfonyl)imide (TFSI) undergoes reductive decomposition at a potential that is more than 1 V above the potential at which the N,N-propylmethylpyrroldinium (P13) cation decomposes.

In this work, we investigated the cathodic and anodic limits of six common ILs using an approach that combines molecular dynamics simulations and density functional theory calculations.16 In our approach, all interion interactions are taken into account by explicitly modeling the entire liquid structure, which is in contrast to previous approaches to calculating solvent electrochemical windows that focused primarily on isolated molecules or ion-pairs in vacuo or in a continuum solvent.17–24 In addition, our approach also provides information on the species (cation or anion) contributing to the redox stability of the overall liquid. We show that the predictions from our approach support the previous finding that the TFSI anion is less stable than the P13 cation against reduction. Our results also provide surprising evidence that points to possible cation anodic instability, especially in the case of the aromatic 1-butyl-3-methylimidazolium (BMIM) cation. We compare the results obtained using this approach to the predictions of simpler approximations based on in vacuo and polarizable continuum model (PCM) calculations and discuss the limitations of each level of approximation. The approach used in this work can potentially be used to estimate the electrochemical windows of other solvents as well.

**METHODOLOGY**

**Estimating Cathodic and Anodic Limits of Common ILs.** We investigated all possible combinations of two common IL cations, 1-butyl-3-methylimidazolium (BMIM) and N,N-propylmethylpyrroldinium (P13), and three common IL anions, PF6, BF4, and bis(trifluoromethylsulfonyl)imide (TFSI), that is, a total of six different ILs (see Figure 1). These ions were chosen because of the widely available experimental data for BMIM PF6, BMIM BF4, BMIM TFSI, and P13TFSI, as well as to study a diverse range of local environments, for example, the more charge-delocalized aromatic BMIM cation and TFSI anion versus the more charge-localized aliphatic P13 cation and PF6 and BF4 anions.

To our knowledge, there is no reported experimental data for P13 PF6 and P13 BF4 in the literature. ILs based on the similar tetraethylammonium cation + BF4 or PF6 have been reported to have fairly high melting points above room temperature,25 and it is unclear whether the P13 analogues are liquids at room temperature. We have included P13 PF6 and P13 BF4 in our investigations only for the sake of completeness and to ascertain general trends in the electrochemical windows with changes in cation or anion.

We assume that the cathodic limit is set by the lowest unoccupied molecular orbital (LUMO) and the anodic limit is set by the highest occupied molecular orbital (HOMO). The potentials of the cathodic and anodic limits, VCL and VAL, for a one-electron transfer can then be obtained from the respective orbital energies using the following expressions:

\[
V_{\text{CL}} = -\frac{\varepsilon_{\text{LUMO}}}{e} \\
V_{\text{AL}} = -\frac{\varepsilon_{\text{HOMO}}}{e}
\]

where \(\varepsilon_{\text{HOMO}}\) and \(\varepsilon_{\text{LUMO}}\) are the energies of the HOMO and LUMO levels, respectively, and \(e\) is the electron charge.

For the six ILs chosen, we compared the cathodic and anodic limits predicted using three levels of approximations.

The simplest level of approximation is to calculate the electron affinities (EA) and ionization energies (IE) of each of the constituent ions individually in vacuo using the A-SCF approach, that is, by explicitly taking the difference between the calculated energy of an ion and the calculated energy of that ion with one additional or one less electron.26 The EA corresponds to the energy of the LUMO level, while the IE corresponds to the energy of the HOMO level. For an IL formed from a combination of a cation C and anion A, we assume that the cathodic limit is given by the maximum of the cathodic limits of the two ions, and the anodic limit is given by the minimum of the anodic limits of the two ions, that is:

\[
V_{\text{CL,C}} = \max(V_{\text{CL,C}}^{\text{vacuum}}, V_{\text{CL,A}}^{\text{vacuum}}) \\
V_{\text{AL,A}} = \min(V_{\text{AL,C}}^{\text{vacuum}}, V_{\text{AL,A}}^{\text{vacuum}})
\]

The next level of approximation is to model each ion in solution using a continuum solvation model and to calculate the HOMO and LUMO levels of the six ILs using a combination of molecular dynamics simulations and density functional theory calculations.27–28 In this work, we have adopted the integral equation formalism variant of the polarizable continuum model (PCM).29–40 This model takes into account, in a mean-field manner, the stabilization of an ion from the dielectric response of its surroundings. Similar to the vacuum calculations, we assume the following:

\[
V_{\text{PCM,CL}} = \max(V_{\text{PCM,CL,C}}^{\text{vacuum}}, V_{\text{PCM,CL,A}}^{\text{vacuum}}) \\
V_{\text{PCM,AL}} = \min(V_{\text{PCM,AL,C}}^{\text{vacuum}}, V_{\text{PCM,AL,A}}^{\text{vacuum}})
\]

The highest level of approximation is to calculate the HOMO and LUMO levels of the six ILs using a combination of molecular dynamics simulations and density functional theory calculations in solution using a polarizable continuum model.29–40

**Figure 1.** IL ions investigated. Cations: (a) 1-butyl-3-methylimidazolium (BMIM); (b) N,N-propylmethylpyrroldinium (P13). Anions: (c) Hexafluorophosphate (PF6); (d) tetrafluoroborate (BF4); (e) bis(trifluoromethylsulfonyl)imide (TFSI).
Table 1. Hartree Potential Shifts

<table>
<thead>
<tr>
<th>Ionic Liquid</th>
<th>Shift (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMIM PF₆</td>
<td>-5.07 eV</td>
</tr>
<tr>
<td>BMIM BF₄</td>
<td>-4.83 eV</td>
</tr>
<tr>
<td>BMIM TFSI</td>
<td>-5.66 eV</td>
</tr>
<tr>
<td>P13 PF₆</td>
<td>-5.11 eV</td>
</tr>
<tr>
<td>P13 BF₄</td>
<td>-4.56 eV</td>
</tr>
<tr>
<td>P13 TFSI</td>
<td>-5.42 eV</td>
</tr>
</tbody>
</table>

(MD) simulations and periodic boundary condition (PBC) density functional theory (DFT) calculations on unit cells containing the IL cations and anions in their liquid configuration. These calculations were carried out in two steps:

1. Each IL was first equilibrated via MD simulations using well-established force-fields. From the MD simulations, we extracted 10 equilibrated snapshots spaced 1000 MD steps (~2 ps of simulation time) apart for each IL system.

2. The snapshots were then used as inputs for periodic boundary DFT calculations to determine the density of states (DOS) and the HOMO and LUMO energies at the MD-equilibrated geometry; that is, no further geometry optimization was performed. The HOMO and LUMO energies of each IL are then obtained as the average of the HOMO and LUMO energies of all 10 snapshots of each IL, and aligned to a common vacuum reference using its Hartree potential.

Computational Methods. Molecular Dynamics Simulations. Our classical molecular dynamics (MD) simulations were carried out using the DL_POLY program. For the interaction potentials, the anions and the BMIM cation were modeled using the OPLS-AA-based force field derived by Lopes et al. The force field for the P13 cation was derived from the standard OPLS parameters for amines, while atomic charges were explicitly parametrized using the CHeLP-G procedure on ab initio MP2/cc-pVTZ(-f) calculations. Equilibration of the systems in the NPT ensemble was enforced using the Berendsen thermostat and barostat. A simulation time step of 2 fs and an interaction cutoff radius of 15 Å were used throughout.

Initial configurations containing 128 ion pairs were generated starting from a face-centered cubic lattice with the ions occupying random lattice sites. Equilibration runs were performed at 500 K and zero pressure until convergence of the statistical average of the density was achieved. Following equilibration, configurations of clusters of 16 ion pairs were extracted from the final configuration of the trajectories. These smaller clusters were then equilibrated with periodic boundary conditions at 500 K and zero pressure, followed by quenching for a few nanoseconds at 300 K, to obtain the input structures for the DFT calculations.

Periodic Boundary Condition DFT Calculations. The DOS calculations were performed using the Perdew–Burke–Erzerzhof (PBE) generalized gradient approximation functional (GGA) with an energy cutoff of 500 eV. Projected augmented wave (PAW) pseudopotentials were used, as implemented in the Vienna ab initio simulation package (VASP). Because of the large size of the unit cells, only a single Γ k-point was used, and our convergence tests found that increasing k-point density to a larger Γ-centered 2 × 2 × 2 grid had a negligible effect on the orbital energies obtained. All calculations were nonpolarized.

To align the orbital energies and density of states obtained for all ILs to a common reference, we determined the Hartree potential for all ILs relative to a common vacuum layer. A vacuum slab of equal size was attached to each IL unit cell in the [100] direction. Using this extended unit cell, we then calculated the Hartree potential using the same parameters as used for the DOS computations. The average Hartree potential is then plotted as a function of the cell a-coordinate (see the Supporting Information) to determine the difference in the average Hartree potentials in the IL and vacuum regions.

For each IL, only one Hartree potential shift relative to vacuum was determined using the MD configuration that exhibited the smallest dipole between the two slab surfaces, that is, the IL + vacuum cell that had the flattest Hartree potential in the vacuum region was used. We kept a constant shift for each IL as the difference between the average Hartree potential in the IL region and in the vacuum region. The interfacial regions between the IL and vacuum where there are sharp changes in the Hartree potential were excluded in calculating the average Hartree potentials. The constant shift was then applied to the orbital energies and DOS for the IL. The calculated Hartree potential shifts for the six ILs are given in Table 1.

Vacuum and Polarizable Continuum Calculations. All vacuum and polarizable continuum model calculations in this Article were performed using the Gaussian 03 quantum chemistry package. Geometry optimizations were carried out at the B3LYP/6-31+G(d) level and were followed by single-point energy calculations at the B3LYP/6-311+G(2d,p) level. The hybrid B3LYP density functional based on Becke’s three-parameter exchange functional and the correlation functional of Lee, Yang, and Parr was chosen as it has been shown to provide good accuracy for EAs and IEs at a reasonable computational cost. The inclusion of diffuse functions in the basis sets ensures an adequate description of the diffuse electron cloud of anions and the radicals formed from cation reduction. Closed-shell restricted wave function calculations were used in the treatment of the cations and anions, while unrestricted open-shell wave functions were used for the ions that have singly occupied orbitals. Frequency analysis was performed to ensure that structures obtained were minimum energy structures rather than transition structures, and also to obtain the thermochemical corrections for the Gibbs free energy. The thermochemical corrections were then scaled using the factor of 0.9806 determined earlier by Scott et al. for the B3LYP/6-31G(d) model chemistry. All PCM calculations were performed using a dielectric constant of 12, which is typical of ILs.

Figure 2. Electrochemical windows of ILs from MD + DFT calculations. Solid green bars indicate the potential range for which the IL is stable. The calculated lithium metal Fermi level is also indicated. The 95% confidence interval for each limit is given by the black dumbbells. The potential scale is relative to the vacuum level.
RESULTS

Electrochemical Windows from MD + DFT Calculations. Figure 2 summarizes the calculated electrochemical windows of the six ILs from our MD + DFT calculations. The solid green rectangular bars indicate the potential region for which a particular IL is stable. The minimum of the stable potential region is the cathodic limit (where reduction of the IL is expected to occur), while the maximum is the anodic limit (where oxidation of the IL is expected to occur). As the limits were determined as the average of 10 MD snapshots for each IL, the 95% confidence interval for each limit is indicated by the black dumbbells. In the figure, we also plotted the calculated Fermi level of lithium metal on the same potential scale using the same Hartree potential alignment approach. Our calculated value for $E_{\text{Fermi}}$ of 2.91 eV (relative to vacuum) is in excellent agreement with the experimental work function of lithium of 2.93 eV, which lends further support for our Hartree potential approach to aligning the orbital energies and DOS.

Before we outline the key observations from our results, we would like to note that comparing the predictions from our calculations with experiments is complicated by the fact that measured electrochemical windows depend heavily on the measurement conditions. Typically, the electrochemical window is determined by performing a linear sweep voltammetry using inert electrodes (e.g., Pt or Au) and measuring the cathodic and/or anodic currents, which are indicative of electrolyte reduction or oxidation. However, reported electrochemical windows in the literature vary widely in the measurement conditions, differing in the type of electrodes, the arbitrary current cutoff used to determine the onset of redox processes (typically between 0.1 and 1.0 mA cm$^{-2}$), and the references used, some of which may not be strictly electrochemically defined. In the case of ILs, this difficulty is further compounded by their sensitivity to water, air, and other impurities.

Notwithstanding the above, a few consistent observations can be made from Figure 2 and experimental data from studies comparing several ILs:

1. Relative cathodic stability of P13- and BMIM-based ILs: The P13-based ILs have significantly lower cathodic limits than the BMIM-based ILs, in agreement with the general experimental observation that aliphatic cations such as P13 are in general more stable than aromatic ones such as BMIM.
2. Relative anodic stability: For the anodic limits, a clear trend of PF$_6 >$ BF$_4 >$ TFSI is observed for the P13-based...
ILs, which is in agreement with the relative anion stabilities calculated by Ue et al.86 and our previous work.23 On the other hand, all BMIM-based ILs have relatively similar anodic limits, regardless of the anion. As we shall demonstrate in the following subsection, we hypothesize that this is due to the relative instability of BMIM toward both reduction and oxidation.

(3) Underestimation of electrochemical windows: The predicted electrochemical windows for the BMIM-based ILs are all around 3.6 V, which is somewhat smaller than the 4.2–4.6 V observed by Lewandowski et al.71 using Pt working electrodes in an Ag|AgNO₃ in DMSO reference. However, it is well-known that DFT based on the local density approximation (LDA) and GGA underestimates the energy gap between occupied and unoccupied states by 30–100%.72–75 Indeed, using the Heyd–Scuseria–Ernzerhof hybrid functional (HSE06),76,77 which is well-known to provide more accurate band gaps,75,78 we calculated the electrochemical windows of BMIM PF₆, BMIM BF₄, BMIM TFSI, and P13 TFSI (the four experimentally known ILs among the six we investigated) for a representative liquid configuration for each IL to be approximately 4.9, 5.1, 5.5, and 6.1 V, respectively, significantly larger than the BMIM-based ILs (see Figure 3). However, the HSE06 functional is far too expensive for the purposes of our investigations, which involve multiple calculations on unit cells containing more than 600 atoms in some cases. Despite this limitation of GGA, we observe that the relative trends in the limits are qualitatively the same in both HSE06 and GGA. In general, the electrochemical windows of all three BMIM-based ILs are fairly similar both in experiments and in our calculations.

(4) Electrochemical window of P13 TFSI: Our calculations predict the electrochemical window of P13 TFSI to be significantly wider than the BMIM-based ILs by approximately 0.7 V. This prediction disagrees with Lewandowski et al.’s measurements,71 which found the electrochemical window of P13 TFSI to be 3.7 V and somewhat smaller than that of the BMIM-based ILs. However, more recent work by Lewandowski et al.79 found the electrochemical window of LiTFSI in BMIM TFSI to be approximately 0.7 V, slightly wider than the electrochemical window of 4.9 V measured for 0.1 M LiPF₆ in BMIM PF₆. This finding is in qualitative agreement with our predictions. Experiments by Barisci et al.80 using Pt working electrodes and Ag wire reference also found the electrochemical window of P13 TFSI (5.7 V) to be larger than that of BMIM PF₆ (3.2 V). It should be noted, however, that Barisci et al. measured P13 TFSI to have a higher anodic limit and lower cathodic limit than BMIM PF₆, while our calculations predict P13 TFSI to have both lower cathodic and anodic limits than BMIM PF₆.

(5) Stability versus lithium: The cathodic limits of the BMIM ILs are all above the Li potential, which indicates that BMIM is likely to be reduced by lithium metal. The P13 ILs, on the other hand, have cathodic limits that are below the Li potential, which suggest that they could be stable against lithium. This is consistent with the findings of Fernicola et al.81 who found that a mixture of the slightly different N,N-butylythlypyrrolidinium TFSI with Li TFSI was stable with lithium for at least a week of contact. However, there are conflicting reports on this matter, such as the work of Lewandowski et al.79 who found that only piperidinium-based ILs have cathodic limits that are below the Li[SEI][Li⁺] potential.

Figure 4. Calculated cathodic and anodic limits for individual ions using isolated molecule calculations at the B3LYP/6-31+G(d)//B3LYP/6-311+G(2d,p) level.

### Calculated Density of States for ILs

Figure 3 shows representative plots of the projected DOS of the six ILs by cation and anion contributions. The cation- and anion-projected DOS allow us to determine the species in the IL that contributes to the HOMO (cathodic limit) and LUMO (anodic limit) levels. From the figures, we can make the following observations:

(1) Cathodic instability of TFSI in P13 TFSI: For P13 TFSI, the LUMO is dominated by the anion, which demonstrates that anion reductive stability could be an issue. This observation is in agreement with the experimental and theoretical work of Howlett et al.,1 who showed that it is the TFSI anion that determines the cathodic limit in P13 TFSI.

(2) Possible cathodic instability of PF₆ in P13 PF₆: For P13 PF₆, our calculated DOS shows significant contributions from both P13 and PF₆ in the LUMO, which would imply that PF₆ could contribute to the reductive stability when paired with P13 as well. This is surprising, given than PF₆ is typically found to be the most stable anion among the three studied.

(3) Anodic limits of TFSI-based ILs and P13 BF₄: For TFSI-based ILs and P13 BF₄, the HOMOs are always dominated by anion states, which implies that the anodic stability is set by the anion.

(4) Evidence of possible cation anodic instability: For BMIM BF₄, BMIM PF₆, and P13 PF₆, the HOMO is dominated by cation states, which implies that the oxidation stability is no longer limited by the anion, but rather by the stability of the cation. This observation challenges the prevailing assumption that it is always the anion that determines oxidative stability. To our knowledge, there is no experimental evidence pointing to possible cation oxidative instability in ILs thus far. The possible anodic instability of BMIM would also explain the earlier observation...
that regardless of the variation in the anionic species, all BMIM-based ILs have relatively similar electrochemical windows. Because both the HOMO and the LUMO states of BMIM PF₆ and BMIM BF₄ are dominated by cation states, we would expect the cation to set the electrochemical window. For BMIM TFSI, the LUMO states are dominated by the TFSI anion, but the cation states are only slightly lower in energy. We note that the HSE06 functional leads to results largely similar to those of GGA, but predicts the LUMO states to be dominated by BMIM instead of TFSI for BMIM TFSI (see insets in Figure 3).

**Vacuum and PCM Electrochemical Windows.** Figures 4 and 5 show the calculated cathodic and anodic limits for all ions investigated using vacuum and PCM calculations, respectively. For each IL formed from a particular cation–anion pair, the overall cathodic limit is set by the maximum of cathodic limits of its constituent ions, and the overall anodic limit is set by the minimum of the anodic limit of its constituent ions. To take BMIM PF₆ as an example, the cathodic and anodic limits in vacuo are set by the BMIM cation and PF₆ anion, respectively, while the PCM cathodic and anodic limits are both set by BMIM instead of TFSI for BMIM TFSI (see insets in Figure 3).

From Figure 4, we may observe that the vacuum calculations predict limits that are effectively set by respective ions, that is, cathodic limits by cations and anodic limits by anions. On the other hand, the PCM calculations predict limits (cathodic and anodic) that are mostly set by the cations. Even P13 is predicted to have a lower anodic stability than the BF₄ and PF₆ anions. The significant stabilization from the isotropic dielectric response is evident from the significantly wider electrochemical windows (anodic limit − cathodic limit) in the PCM calculations as compared to the vacuum calculations. Electrochemical windows in excess of 6 V are obtained, which are much wider than the typical 4–6 V observed experimentally for these ILs. This observation indicates that the PCM model may have over-stabilized the ions.

We note that recent solvatochromic measurements⁸² as well as computer simulations⁸³–⁸⁵ have found that the effective solvent polarity of ILs is much higher than suggested by their dielectric constant. In particular, Reichardt et al.⁸² have demonstrated that the effective solvent polarity of ILs, as measured by the solvatochromic absorption of the zwitterionic betaine dye 2,6-diphenyl-4-(2,4,6-triphenylpyridinium-1-yl)phenolate dye \( E_{\text{ff}}(30) \), is comparable to that of molecular dipolar non-hydrogen bond donor (HBD) and dipolar HBD solvents. Hence, even though there is no simple mapping of the \( E_{\text{ff}}(30) \) solvent polarity scale to the necessary dielectric constant parameter required for PCM calculations, we performed PCM calculations using a higher dielectric constant of 30 to ascertain the effect of the dielectric constant on the predicted cathodic and anodic limits (see the Supporting Information). We found that some of the calculated electrochemical windows are slightly smaller (e.g., the electrochemical window of BMIM PF₆ decreased from 6.51 to 6.34 V) when a higher dielectric constant of 30 is used, due to the greater dielectric stabilization effect for more highly charged ions. Nonetheless, the general observation that PCM calculations significantly overestimate the electrochemical windows still holds.

### Table 2. Summary of the Electrochemical Windows (EW), Cathodic Limit (\( V_{\text{CL}} \)), and Anodic Limit (\( V_{\text{AL}} \)) for the Six ILs Determined Using the Three Levels of Approximations

<table>
<thead>
<tr>
<th>Ionic Liquid</th>
<th>MD + PB DFT (V)</th>
<th>PCM (V)</th>
<th>In vacuo (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( V_{\text{CL}} )</td>
<td>( V_{\text{AL}} )</td>
<td>( V_{\text{CL}} )</td>
</tr>
<tr>
<td>BMIM PF₆</td>
<td>3.16 (C)</td>
<td>6.75 (C)</td>
<td>1.69 (C)</td>
</tr>
<tr>
<td>BMIM BF₄</td>
<td>3.29 (C)</td>
<td>6.92 (C)</td>
<td>1.69 (C)</td>
</tr>
<tr>
<td>BMIM TFSI</td>
<td>3.01 (C)</td>
<td>6.63 (A)</td>
<td>1.69 (C)</td>
</tr>
<tr>
<td>P13 PF₆</td>
<td>2.21 (C/A)</td>
<td>7.69 (C)</td>
<td>0.82 (C)</td>
</tr>
<tr>
<td>P13 BF₄</td>
<td>1.97 (C)</td>
<td>7.17 (A)</td>
<td>0.82 (C)</td>
</tr>
<tr>
<td>P13 TFSI</td>
<td>2.06 (A)</td>
<td>6.38 (A)</td>
<td>0.82 (C)</td>
</tr>
</tbody>
</table>

*The letter in parentheses denotes the major contributing species to the limit, where C stands for cation and A stands for anion.*

### DISCUSSION

Table 2 summarizes the cathodic and anodic limits of the six ILs obtained from the three levels of approximations. We found that in vacuo calculations, which do not take into account any effect of the local environment in solution on the ion stability, result in limits that are effectively set by respective ions, that is, cathodic limits by cations and anodic limits by anions. While such calculations may be used to ascertain broad general trends in the relative stability of different ions (e.g., P13 versus BMIM or PF₆ versus BF₄ versus TFSI), they are insufficient to provide quantitative accuracy.
The cathodic and anodic limits from the PCM calculations show a significant stabilization effect from the dielectric response, resulting in electrochemical windows that are significantly wider than the vacuum calculations. This stabilization is likely to be overestimated; in real ILs, the dielectric effect is likely to be highly anisotropic and highly dependent on the coordination of the first solvent shell of counterions. Hence, the value of the PCM in modeling ILs appears to be limited, especially because the PCM requires the dielectric constant as an external input, which might not be available for less-studied IL systems.

We believe our approach of using a combination of MD and DFT calculations with a Hartree potential alignment procedure provides the most accurate model of an IL among the three level of approximations considered. The overall liquid structure of an IL is explicitly modeled, and all interior interactions are taken into account. This approach can potentially be applied to the study of other liquid systems. The main drawback is the need to find or develop force fields that capture the essential physics of the liquid structure to perform the MD simulations. While this drawback would not be a major issue for well-studied systems such as organic solvents, it could prove to be a significant hurdle when studying novel systems. However, we note that, specifically for ILs, transferable force fields have been developed that can describe bulk and interfacial properties of a wide set of ILs accurately.86

Given the difficulties in comparing experimental data on electrochemical windows and the inherent limitations of DFT in characterizing unoccupied states, it is difficult for us to make a definitive statement on the accuracy of our calculations. Nevertheless, our calculations are in broad agreement with experimental data and have provided crucial insights into the species limiting the redox stability of the solvent. Our calculations predict the cathodic stability of the TFSI anion to be limiting in the case of P13 TFSI, in agreement with previous experiments and calculations.1 In addition, our work predicts the anodic stability of the cation to be a limiting factor in BMIM PF$_6$, BMIM BF$_4$, and P13 PF$_6$. In particular, the relative instability of the BMIM anion toward oxidation could account for the similar measured electrochemical windows for BMIM-based ILs; the BMIM cation could be limiting at both the anodic and the cathodic limits.

To our knowledge, no experimental or theoretical work thus far has shown any indication of possible cation anodic instability. This “gap” in the literature is particularly puzzling to us as there is experimental evidence in the literature that points to possible cation anodic instability. For example, Buzzio et al.14 measured 1-ethyl-3-methyl imidazolium (EMIM) TFSI and 1-hexyl-3-methyl imidazolium (HMIM) trifluorotris-(pentfluoro-ethyl)-phosphate (FAP) to have very similar anodic limits, despite the fact that FAP is expected to be significantly more anodically stable than the TFSI anion. Although none of these specific ions with the exception of TFSI were investigated in our work, our results suggest that the imidazolium-based cations (EMIM and HMIM) could possibly be the limiting species at the anodic limits for these ILs. It is our wish that this prediction would be verified by future experimental work. For instance, Kroon et al.46 previously conducted an extensive theoretical and experimental investigation into the decomposition pathways and products for N,N-butylmethylpyrrolidinium TFSI and BMIM BF$_4$ ILs at the cathodic limit and showed that the predicted decomposition products are in excellent agreement with experiments. However, we have found no similar investigations on the anodic limit in the literature.

Our work therefore highlights that the prevalent assumption that the cation sets the cathodic limit and the anion sets the anodic limits may not be valid for a significant number of ILs. This could have implications in the design of ILs for electrochemical applications in that it is no longer sufficient to optimize the respective ion for the respective limits; the cathodic and anodic limits of both cation and anion must be taken into account.

**CONCLUSION**

In this work, we investigated the cathodic and anodic limits of six room-temperature ionic liquids (ILs) formed from the BMIM and P13 cations, and the PF$_6$, BF$_4$, and TFSI anions using a combination of MD simulations and DFT calculations. In our approach, all interior interactions were taken into account by explicitly modeling the entire liquid structure. The relative cathodic and anodic limits of BMIM PF$_6$, BMIM BF$_4$, BMIM TFSI, and P13 TFSI obtained from our approach are in fairly good agreement with existing experimental data. The cation- and anion-projected DOS obtained not only predict the TFSI anion to be less stable than the P13 cation against reduction (in agreement with previous findings1), but also provide surprising evidence of possible cation anodic instability. We predict the aromatic BMIM cation to be less stable against oxidation than the respective anions in BMIM PF$_6$ and BMIM BF$_4$, and the P13 cation to be less stable against oxidation than the PF$_6$ anion in P13 PF$_6$. We also compared the predictions of our approach with that of simpler approximations based on the calculated electron affinities and ionization energies of isolated ions using in vacuo or PCM calculations. We found that the PCM overestabilized the ions, resulting in predicted electrochemical windows that are much larger than those measured in experiments, while in vacuo calculations are insufficient to achieve quantitative accuracy due to the lack of local environment effects.
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